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Texas Disciplinary 
Rule 1.01

• Rule 1.01: Lawyers must maintain competent 
and diligent representation.

• Comment 8: “Because of the vital role of lawyers 
in the legal process, each lawyer should strive to 
become and remain proficient and competent in 
the practice of law, including the benefits and 
risks associated with relevant technology.”
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ChatGPT – Generative AI
 ChatGPT is a generative AI interface 

capable of producing almost any kind of text 
and written output.
 Stands for Chat “Generative Pre-trained 

Transformer” (GPT)
 Generative AI is artificial intelligence that 

responds to a prompt by generating new 
content in response.

 Outputs appear as if written by a human.
 ChatGPT functions that can be highly 

utilized in legal fields.
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Generative AI

 Various algorithms process content (such as speech, actions, visual 
elements, etc.) that are represented as vectors through coding.
 AI then uses and refines “neural networks” to recognize patterns from 

content and those vectors.
 i.e., the artificial intelligence “learns” from patterns

 Computational neural networks have been around since the 1950s.
 Big data and improvements in computer hardware have fueled the recent 

boom in advancements in AI.

Source: TechTarget, Enterprise AI, 
https://www.techtarget.com/searchenterpriseai/definition/generative-AI 
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GPT Can Explain Concepts
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Evaluate
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Create
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Mimic
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Pitfalls and Dangers – Ethical Implications
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Generative AI Limitations

 It does not always identify the source of content.
 It can be challenging to assess the bias of original sources.
 Realistic-sounding content makes it harder to identify inaccurate 

information.
 It can be difficult to understand how to tune for new circumstances.
 Results can gloss over bias, prejudice and hatred.

Source: TechTarget, Enterprise AI, 
https://www.techtarget.com/searchenterpriseai/definition/generative-AI 
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Bias In - Bias Out
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Texas Disciplinary Rule 5.01, 5.03, and 5.05

Rule 5.01: Lawyers have a duty to supervise 
lawyers.
Rule 5.03: Lawyers have a duty to supervise 

non-lawyers.
Rule 5.05: Assist the unauthorized practice of 

law.
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It Will Lie to Achieve its Goal
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Issue Spot
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It Misses Important Subtleties
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How did it do?

 GPT was correct about Texas. There is not a legal requirement that 
employer’s provide personnel files to employees.
 While GPT was generally correct that there is a law in Pennsylvania that 

gives employees the right to inspect personnel files, it missed a very 
important nuance.
 In 2017, the Pennsylvania Supreme Court held that the law only applies 

to current employees. Thomas Jefferson Univ. Hosps., Inc. v. PA Dep’t of 
Labor & Indus., No. 30 EAP 2016, 2017 LEXIS 1381, at *23 (Pa. 2017).
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Texas Disciplinary Rule 1.05

Lawyers have a duty to keep client information 
confidential.
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EEOC v. iTutorGroup Inc. 

 First lawsuit concerning artificial intelligence (AI) bias in hiring.
 EEOC alleged that the software was programmed to automatically reject 

female applicants over 55 and male applicants over 60.
 One applicant resubmitted identical application with a more recent 

birthdate. 
 iTutorGroup offered an interview.
 Applicants (and sometimes company) have no idea why certain applicants 

are rejected during the hiring process. 
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Mobley v. Workday Inc.

 Derek Mobley, who claims he has been turned down for more than 100 
jobs he applied for using Workday's platform because he is Black, over 
40, and has anxiety and depression
 EEOC: Mobley has plausibly alleged that Workday’s algorithmic tools 

perform precisely the same screening and referral functions as traditional 
employment agencies — albeit by more sophisticated means
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Chatbots Gone Wrong
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AI Monitoring
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FTC v. Rite Aid

 Rite Aid used facial recognition technology in its efforts to identify “persons of 
interest” 
 Rite Aid “enrolled” in its “watchlist” database
 Rite Aid then used facial recognition technology to compare customers’ faces 

from security camera footage against the enrolled images in its watchlist 
database
 Employees received alerts about potential “matches.” Based on these alerts, 

which the complaint alleges were often false positives, employees took action 
against numerous individuals, such as surveilling and following customers 
around Rite Aid stores, instructing customers to leave and preventing them from 
making needed purchases, and wrongly accusing individuals of shoplifting in 
public in front of coworkers, family, and friends
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Hypothetical

 An agency has decided to use an algorithm to evaluate employees’ 
productivity. The algorithm takes into account the employee’s average 
number of keystrokes per minute.
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EEOC’s Answer

 If the employer does not inform its employees that it is using this 
algorithm, an employee who is blind or has a vision impairment and who 
uses voice recognition software instead of a keyboard may be rated 
poorly and lose out on a promotion or other job opportunity as a result.
 If the employer informs its employees that they will be assessed partly on 

the basis of keyboard usage, however, that same employee would know 
to request an alternative means of measuring productivity—perhaps one 
that considers the use of voice recognition software rather than 
keystrokes—as a reasonable accommodation.
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The Undisputed 
King of BS
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Discussion and 
Questions! 
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Speaker Contact Information
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